
What is...machine learning in mathematics - part 3?

Or: Translate, please



Word embeddings

▶ The standard way to convert words into numbers are word embeddings

▶ Words in different languages end close after embedding

▶ This is essentially how dictionaries work



Meaning, please

▶ Roughly Before transformers (a certain type of neural network) became

feasible, translation was word-for-word translation

▶ Transformers are designed to understand the meaning of sentences

▶ In 2025, translation is easy for a machine



Proof assistants have their own language

▶ Proof assistant = software to assist with the development of formal proofs

▶ Example Lean, as displayed above

▶ A main issue is to translate a human written proof into machine language



Enter, the theorem

Codex (transformer-based) assists with formalization in Lean

Codex has ∼ 75% accuracy when formalizing undergrad level proofs

Codex = a large language model for autoformalization

▶ Autoformalization = semantic parsing for the domain of mathematics

▶ Here an example Don’t look at the bottom ,



Let’s dream

▶ Proof assistants have been around for Donkey’s years

▶ Another use of proof assistants is in software and hardware verification

▶ Me dreaming Take a screenshot of a proof and it gets immediately formally verified



Thank you for your attention!

I hope that was of some help.


