
What is...machine learning in mathematics - part 4?

Or: AI and automated proofs



No humans, please!

▶ Assume for this video that “mathematics = proving theorems”

▶ Task Automated theorem proving – no humans needed (this started in the 1950s)

▶ Problem The state of the arts is not all that great



Here we Go

▶ Crucial for automated theorem proving are formal systems

▶ Go is often interpreted as a miniature formal system

▶ Idea Maybe modify Go neural networks (NN) for automated theorem proving



GPT and large language models

▶ The first successful Go NN were convolutional neural network (CNN)

▶ Enter, the transformer More modern versions use transformers (GPTs)

▶ Idea Use GPT for automated theorem proving



Enter, the theorem

OpenAI’s GPT-f performance on closing proofs is

≈ 56%

(in the Metamath environment, allowing 32 repeats)

▶ Quote This work is motivated by the possibility that a major limitation of

automated theorem provers compared to humans – the generation of original
mathematical terms – might be addressable via generation from language models

▶ Problem They mostly generated proofs are still quite “boring”



Make it shorter

▶ Above A very efficient proof of
∑

odd = square

▶ They found shorter – and accepted by the math community – proofs

▶ Problem We are still far from “new proofs of new theorems”



Thank you for your attention!

I hope that was of some help.


