Examples of analytic methods in tensor categories

Or: Assume n is very large

“HEY, I DDA “T UANTED A CURVED LOOK, M5 I NEED TO CONNECT THESE  “USTEN, SCENCE IS HARD. L HAVE. A THEORY,
REGRESSION. LINE, 50 T MADE ONE TAPERING OFF"" TWO LINES, BUT MY FIRST IDEA BUT IM A SERIOVS AND THIS 15 THE ONLY
UITH MATH! DIDN'T HAVE ENOUGH MATH  PERSON DOING MY BEST." DATA I COULD FIND.
“LOOK, IT'S GROUING “IM SOPHISTICATED, NOT “IM MAKING A "I CLICKED ‘SMOOTH “I HAD AN IDEA FOR HOU "AS YOU CAN SEE, THIS
UNCONTROLLABLY!™ LIKE THOSE BUMBUNG SCATTER PLOT BUT LINES N EXCELY To CLEAN UP THE DATA. MODEL SMOOTHLY FITS
POLYNOMIAL PEDPLE I DONT WANT TO° WHAT DO YOU THINK?" THE= WAIT MONO DONT
EXTEND IT APARAA!"
| report on work of Kevin Coulembier, Pavel Etingof and Victor Ostrik
April 2023
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Let us not count!

3.5

© Experimental Data

pproximation

0.5
0

» Observation Many problems are only difficult because we like exact solutions
» Bonus observation Many difficult problems are easy for large subclasses
» Analytic method (Folklore ~very early) Approximate answers are often

much easier to get

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 2 /5



Let us not coy If you do not know what this means in general

you are in geed company: | do not know either!
[ .,'1*-;;\\\
/J ’uﬁ" -
- ¥

We go by examples!

1t 0P .00

M\Q |
90

Example/appetizer 1 from number theory — historically the first of its kind!?

Example/appetizer 2 from graph theory — easy to understand and prototypical  ons

>
- Example 3 from representation theory — prototypical
Example 4 from tensor categories — finally there
e e
much easier to get
Examples of analytic methods in tensor categories Or: Assume n is very large April 2023
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Let us not count!

1.2;

i
// L

1 10 108 1012 1016 1020 1024

1.0

0.9]

» Counting primes is difficult but...

» Prime number theorem (many people ~1793) #primes = w(n) ~ n/Inn

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 2 /5



Let ug - -~

> C

» P

~ means asymptotically = |ratios are good (not the absolute difference!)

1.2}

1.1}

ol o/ e

10® 102 106 10%° 10

102}
6

106} w(x) — —

1012 L

o
/ mdtfwz)

1 10* 10® 102 10 10 10*

So this is - doing the count!

~

Examples of analytic methods in tensor categories Or: Assume n is very large
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Let

That took years

Seriously, counting is difficult!

Limite x

Limite

Nombre y

———
pa Ta formale.par les Tables.

10060
20000

Legendre ~1808: 30000

40000

(for n/(Inn — 1.08366)) 3o

60000
70000
80000
90000

Nombre y
—————
par la formule. [par les Tables.
1330 1230
2268 2263
3252 3246
4205 4204
5136 5134
6049 6058
6949 6936
7838 7837
8717 8713

100000
150000
200000
250000
300000
550000
400000

Acctually, #primes<1000

9588
13844
17982
22035
26023
29961
33854

=1229...

9592
13849
17984
22045
25998
29977
33861

Gauss, Legendre and company counted primes up to n = 400000 and more

{ \

1

1n8

1012 1016 1020 1n24

» Coun

Analytic number theory is full of
“discrete statements solved approximately”

The prime number theorem gave birth to 'analytic number theory

» Prime number theorem (many people ~1793) #primes = 7w(n) ~ n/Inn

Examples of analytic methods in tensor categories

Or: Assume n is very large

April 2023
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Let us not count!

A

A very difficult problem might have a nice answer 24
1 10

if we are happy with nonexact solutions

» Counting primes is difficult but...

» Prime number theorem (many people ~1793) #primes = 7(n) ~ n/Inn

of analytic in tensor categori Or: Assume n is very large April 2023 2 /5



Let us not count!

» Hamiltonian cycle = a cycle that visits every vertex exactly once

» Hamiltonian graph = a graph with an Hamiltonian cycle

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 2 /5



Let us not count!

BRUTE-FORCE DYNAMIC .
SOLUTTON: PROGRAMMING SELUNG ON ERAY:
0 (n ,) ALGORITHMS: O( , )
. 0 (nzzn)
STILL WORKING
ON YOUR ROUTE?
\
N =
SHUT THE
HEW VP

» Hamiltonian graph was one of the first problems shown to be 'NP-complete

» NP-complete “=" can’'t do much better than brute force

» Dynamic programming algorithms solves this is roughly in |O(n?2)|, n = #V
Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 2 /5



Let us not count!

BRUTE-FORCE
SOLUTTON:

o(n!)

DYNAMIC
PROGRAMMING
ALGORITHMS:

O (n*2")

SELUNG ON EBRAY:

0(1)

STILL WORKING

ON YOUR ROUTE?
AN

\

SHUT THE

HEW VP

» To determine |precisely whether a graph is Hamiltonian is difficult

» To determine 'approximately whether a graph is Hamiltonian is easy

» P6sa~1976 Choosing a graph randomly, the [probability is 1 that the graph
is Hamiltonian: lim,_, o, P(Hamil) =1

Or: Assume n is very large

Examples of analytic methods in tensor categories

April 2023
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Let u

Hamil/All

The precise statement

Pésa showed that P(Hamil) — 1 for n — oo and graphs with cnln n edges
— This implies #HamilGraphs on < n vertices / #AllGraphs on < n vertices
goes to zero for n — co since most graphs have > ¢’n? edges

The proof of this theorem
> To detern is a not difficult counting argument
> To detern In general, graph theory
> Pésa~14 provide.s many statements of the form
1“XYZ is very difficult, but we can solve it approximately”
is Hamiltonmanm T, 5o

Examples of analytic methods in tensor categories

P{ramimy — I

Or: Assume n is very large

tult

easy

hat the graph

April 2023 2 /5



Let us not count!

BRUTE - FORCE DYNAMIC .
SOLUTIO PROGRAMMING SELUNG ON EBAY:
0 (n!]
G
ITE?
> To determind A very difficult problem might have a nice answer tficult
. almost all of the time .
» To determind_____ — n is easy

» P6sa~1976 Choosing a graph randomly, the [probability is 1 that the graph
is Hamiltonian: lim,_, P(Hamil) =1

hods in tensor categori Or: Assume n is very large April 2023 2 /5
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What about representation theory?

Class | 1 2 3 4 B 6 7 8 9 10
Size | 1 165 440 990 1584 1320 990 996 720 720
Order | 1 2 3 4 B 6 8 8 11 11
p = 2 1 1 3 2 B 3 4 4 10 9
p = 3 1 2 1 4 5| 2 7 8 9 10
p =5 1 2 3 4 1 6 8 7 9 10
p =11 1 2 3 4 5| 6 7 8 1 1

char table of Myq:

X.1 o+ 1 1 1 1 1 1 1 1 1 1
X2 + 10 2 1 2 b6 -1 o o -1 -1
X3 0 18 -2 1 @6 0 1 z21-21 -1 -1
X4 06 106 -2 1 0 0 1-z12 721 -1 -1
X5 + 11 3 2 -1 1 0 -1 -1 0 0
—
X6 06 16 06 -2 0 1 0 0 0 72 72#
- — _— e =
X7 0 16 06 -2 0 1 06 0 027242 72
X8 + 44 4 -1 0 -1 1 6 0 0 0
X9 + 45 -3 0 1 0 o -1 -1 1 1
Xx.16 + 5 -1 1 -1 o _ -1 1 1 9 0

» We now discuss finite groups G with fd reps over C

» Burnside ~1911 Every >1d simple character has 'zeros

» Question Determine where the zeros are

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 /5



What about representation theory?

A problem we have seen before :
Frobenius ~1895++ Character formulas for S,
Hepler ~1994 (potentially known earlier)

To determine the zeros for S, is #P complete (=very difficult)

C
NP-complete

NP-hard
» We nog
» Burns

» Question Determine where the zeros are

of analytic in tensor

goril Or: Assume n is very large April 2023 /5



What about representation theory?

Class | 1 2 3 4 5
Size | 1 3 6 8 6

— e S
Order | 1 2 2 3 4
p = 2 11 2

chartable of §4: P = 3 1 2

> - Determine for which g € G we have x(g) =0 Too hard!

> _ P(x(g) =0) or P(x(C) =0) (probability) for randomly

chosen g € G or conjugacy class C

of analytic in tensor i Or: Assume n is very large April 2023 /5




What about representation theory?

char table of S7:

Class |
Size |
Order |

3 45 6 7 8
05 105 70 280 210 630 50
2 23 3 4 4

1 15 6 4 4

3 41 1 7 8

3 45 6 7 8

3 45 6 7 8

1 11 1 1 1
-111 1 -1 1

6 23 0 -2 0

6 23 0 2 0

2 22 -1 0 0 -
-2 22 -1 0 6 -
e 2-1 2 2 0 -
6 2-1 2 -2 0 -
-3 -1 3 6 1 -1

3 -1 3 0 -1 -1

o -4 2 2 0 0
-3 1-3 0 -1 -1

3 1-3 0 1 -1
T T I 1 1}

I L e LA

9 10
4 210
5 6
9 5
9 4
1 10
9 10
11
1 1
g =i
g =i
1 2
1 2
1 -1
1 -1
0 -1
0 -1
0 2
1 1
1 1
0 -1
0 -1

112 1B
420 849, 720
6°6 7
5 6 13
2 313
1n 12 1
1m 12 o1
11 1
T
-1 ey -1
1 e\-1
6 -1 @
e 1 @
-1 o) e
1 efo
-1 e 1
1 0 1
o oj)-1
1 0 0
-1 e ]
11 0
101 e

> - Determine for which g € G we have x(g) =0 Too hard!

> _ P(x(g) = 0) or P(x(C) = 0) for randomly chosen g € G

or conjugacy class C

of analytic

in tensor

(o]

: Assume n is very large

April 2023
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Here is P =0):
What about represent; (x(e) )
o7-For S,,: =0.716
08 51
840 720 504 420
05 -'6- 7 10 12
04 /T
6 13 9 10
03" 313 14 7
4 12 13 2 15
0.2 12 1 14 15
o BERE T
= 1 -1 -1
char table off s [0 s LT
g e)-1 -1 -1
+ 14 6 2 2 -1 0] 0 1 2 -1 0 1 0
Here is P(x(C) = 0): oo
04-
“For S,,: =0.378 3|3 o &
0 1 0 -1
03- 0)-1 ] 0
[ 0 [¢] 1 -1
0 0 -1 1
02 1 [¢] ] 1
1 [¢] 0 -1
0.1
P(x(g) =0) =281 D) = 55/225 ~ 0.24
5 10 15
» P . . .
My silly 1-hour-work code only made it to Si7, pathetic , sorry for that!
» B Alexander Miller computed these up to Sss g€G
o Anyway, we can guess from here!
Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 /5



What about representation theory?

‘For A,,;: =0.719

0.6

0.

~

05+
0.4

for up to Ai7:
0.3

0.1h

| I

5 10 15

» Miller ~2013 Choosing S, g € S, and x simple character of S, randomly,
the [probability is 1 that x(g) = 0 (formally, lim,—... P(x(g) =0) = 1)

> lim,_o P(x(C) =0) =7, but this is likely neither 0 nor 1!

hods in tensor

of analytic Or: Assume n is very large April 2023 /5




Many people ~1911++ There are many groups with the same type of behavior
WHI and also many related statements

1.0

0.0

for

FIGURE 2. The plot e for Prob(y(u) > 0 | y(u) # 0) and the
plot o for Prob(y (1) < 0 | x(u) # 0) where 1 < n < 38.

04 06 08 1.0

0.2

0.0

P
FIGURE 3. The proportion of the character table of S, cov-
ered by even entries for 2 < n < 76 and the graph of
27~ arctan(Vn/2 — 1) for 2 < n < 76.

b These tables are due to Alexander Miller

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023



What about representation theory?

o7-For A,,;: =0.719

faWA3

for up to

A

A very difficult problem might have a nice answer

» Mill almost all of the time — similarly to the Hamiltonian graph problem jdomly,
the “probability 1s I that x(g) = U

> lim, oo P(x(C) =0) =7?, but this is likely neither 0 nor 1!

of analytic in tensor categori Or: Assume n is very large April 2023 /5



What about representation theory?

A log plot — we will have log plots today

108 (dim V)"
10° (dim »)"
104 n

(dim V)"

1000 - T
100 -

10 - n
1 17
é 1‘0 | 1‘5 éo

» [ = any affine semigroup superscheme, K = any ground field, V = any fin dim I-rep

» [ has the notion of a tensor product

» Problem Decompose V®"; note that dim V®" = (dim V)"

of analytic in tensor i Or: Assume n is very large April 2023

4 /5



What about representation theory?

o A log plot — we will have log plots today (dim V)"
1051 (dim V)"
10% n
(dim V)7
1000 - —
n2
100 -
10 "
1¢ 17

dim V‘; 1 works pe;fgctly well

. |but then my story about exponential growth is flawed|

| so | ignore dim V =1 and assume dim V > 1 o
» = any affime SEMMEToOUpP SUPETSCIEME, Ix — dITy groumna e, v — dany 1in dim r—l’ep

» [ has the notion of a tensor product

» Problem Decompose V®"; note that dim V®" = (dim V)"

of analytic in tensor

goril Or: Assume n is very large April 2023
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If you do not know what an affine semigroup superscheme is

olieds 2lEe you are in geedsome company: | do not know either!
6 n V)"
10 Ko )
-~ -"‘\-. v n
10° ‘/ nY)
w1 B
4 g\l\‘“ﬂ’ - n
10 %"‘({M vy
1000 ~u—
n2
100 We go by examples!
10 "
1 17

» [ = any affine semigroup superscheme, K = any ground field, V' = any fin dim -rep

» [ has the notion of a tensor product

» Problem Decompose V®; note that dim V®" = (dim V)"

Examples of analytic methods in tensor categories Or: Assume n is very large

April 2023

4 /5



What aboul

10°
10°
10*
1000

100

If you do not know what an affine semigroup superscheme is

you are in geod company: | do not know either!

We go by examples!

Symmetric groups, alternating groups, cyclic groups, the monster, GLn(F ), ...

GLn(C), GLn(R), GLn(F ), symplectic, orthogonal, braid groups, Thompson groups, ...

Examples
Any finite group, monoid, semigroup

Actually any group, monoid, semigroup

Super versions
GLyn, OSPujon, periplectic, queer, ...

Slogan This is a very general setting

Examples of analytic methods in tensor categories Or: Assume n is very large

April 2023
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What ab A problem we have seen before :
6 Murnaghan ~1938 Asked to decompose V®" over C )
10 for S, and V simple (Kronecker coefficients)
105 )"
Hepler ~1994 (potentially known earlier) —
104 Computing Kronecker coefficients is #P complete (=very difficult)
n
1000 —
100
10
NP-complete
1
NP-hard
» =3 [-rep
» [ hag
» Prol This is a very special case of what CEO want to do...
of analytic hods in tensor categori Or: Assume n is very large April 2023
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What about representation theory?

2.00 2
1/n
b,

1.75 n

1.50 A |Og|0g plOt

1.25

1.00

1 5 10 50 100 500 1000

» b, = blV=number of indecomposable summands of V®" (with multiplicities)
» Example [ = Sl,, K=C, V = C?, then

{1,1,2,3,6,10,20,35,70,126,252}, b, for n=0, ..., 10.

lim, .o v/ b, seems to converge to 2 = dim V: '}/ b1goo ~ 1.99265

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



What about representation theory?

2.00 2
1/n
b,
1.75 n
1.50 A |Og|0g plOt
1.25

Simplify the problem :

(a) Consider only the multiplicities instead of decompositions

(b) Assume that n is very large

» b, = blV=number of indecomposable summands of V®" (with multiplicities)
» Example [ = Sl,, K=C, V = C?, then

{1,1,2,3,6,10,20,35,70,126,252}, b, for n=0, ..., 10.

lim, .o v/ b, seems to converge to 2 = dim V: '}/ b1goo ~ 1.99265

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



What about representation theory?

3.0 3
1/n
25 by
20 A loglog plot
15
1.0
1 5 10 50 100 500 1000

» b, = blV=number of indecomposable summands of V®" (with multiplicities)
» Example I = SL,, K= C, V = SymC?, then

{1,1,3,7,19,51,141,393,1107, 3139,8953}, b, for n =0, ..., 10.

lim, .o b, seems to converge to 3 = dim V: '}/bgog ~ 2.9875

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



Whd Observation 1
Whatever is true for SL, over C is true in general, right?

So let us come back to the general setting:
I = affine semigroup superscheme
K = any field, V = any fin dim I'-rep

b, = bf’Y=number of indecomposable summands of V®" (with multiplicities)
T.9

1 5 10 50 100 500 1000

» b, = bl:V=number of indecomposable summands of V®" (with multiplicities)
» Example [ = SL,, K= C, V = SymC?, then

{1,1,3,7,19,51,141,393,1107,3139,8953}, b, for n =0, ..., 10.

lim, .o b, seems to converge to 3 = dim V: '}/bygeo ~ 2.9875

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



Whd Observation 1
Whatever is true for SL, over C is true in general, right?

So let us come back to the general setting:
I = affine semigroup superscheme
K = any field, V = any fin dim I'-rep

b, = bf’Y=number of indecomposable summands of V®" (with multiplicities)
T.9

Observation 2

1. bnbm < bpym =
ﬂ = limp— oo \'/Fn

is well-defined by a version of Fekete's Subadditive Lemma

» b, = bl:V=number of indecomposable summands of V®" (with multiplicities)
» Example [ = SL,, K=C, V = Sym C2?, then

{1,1,3,7,19,51, 141,393, 1107, 3139, 8953}, b, for n =0, ..., 10.

lim,_ o b, seems to converge to 3 = dim V: Y byggg =~ 2.9875

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



Whd

Observation 1
Whatever is true for SL, over C is true in general, right?

So let us come back to the general setting:
I = affine semigroup superscheme
K = any field, V = any fin dim I'-rep
b, = blyV=number of indecomposable summands of V" (with multiplicities)

T.0

Observation 2

1.4 bnbm < bpim =

ﬂ = limp— oo \r/tTn

is well-defined by a version of Fekete's Subadditive Lemma

Observation 3
1< B <dimV
B=1< V® for n> 0 is ‘one block’

B = dim V < summands of V®" for n > 0 are ‘essentially one-dimensional’

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023
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What about representation theory?

A WRONG B CORRECT
orG
EXPONENTIAL|
EXPONENTIAL
GROWTH
O GROWTH! O
7\/ @
UNDER EXPONENTIAL
CONTROL GROVTH
GOING EXPONENTIAL
DOWN GROWTH

Coulembier—Etingof-Ostrik ~2023 We have

B =limp_eo Vb, =dimV

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



Exponential growth is scary

In other words, compared to the size of the exponential growth of (dim V)"
all indecomposable summands are ‘essentially one-dimensional’

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5



What

about representation theory?

Honorable mentions

Coulembier—Etingof—Ostrik ~2023 The same holds for any
K-linear Karoubian monoidal category that is Krull-Schmidt
and has a K-linear faithful symmetric monoidal functor to K-vector spaces

Coulembier—Etingof—Ostrik ~2023
Ditto in char zero when we go to super K-vector spaces

Coulembier—Etingof—Ostrik ~2022 Assume that our category has duals
If one only counts summands whose dim is divisible by some fixed prime
then the limit is an algebraic integer in [1,dim V]

Coulembier—Etingof—Ostrik ~2023
Many more results!

Coulembier—Etingot—Ustrik ~20Z3 Ve have

B =limp_eo Vb, =dim V

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023
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What about representation theory?

A WP ANA B2 COPPECT

TAKE
AWAY

A very difficult problem might have a nice answer

if we are happy with nonexact solutions — similarly to the prime number theorem

B =limp_eo Vb, =dim V

Examples of analytic methods in tensor categories Or: Assume n is very large April 2023 4 /5
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