


Goal: Use applied topology in quantum topology

▶ Knot = closed string (a circle S1) in three spaces; link = multiple components

▶ Knots are studied by projections to the plane Shadows

▶ Knots/links are the basic building blocks of low dimensional manifolds

Even the unknotting problem is tricky

In general, knot theory was in need of new invariants
since the “standard invariants from algebraic topology”

(homology and friends)
are really not good for knots

Crucial

For this to work we need a lot of data; and we are lucky:

Ernst–Sumners ∼1987 The number of knots grows exponential
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Goal: Use applied topology in quantum topology

▶ Kyoto 1990 Jones receives the fields medal (with Faddeev in the background)

▶ Quote “Jones discovered an astonishing relationship between von Neumann

algebras and geometric topology. As a result, they found a new polynomial
invariant for knots and links in 3-space.”

▶ Today The focus is on the quantum knot invariants à la Jones
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Big data and quantum invariants

▶ TDA (topological data analysis) is the art of finding the shape of data

▶ Question What shape are quantum knot invariants?

▶ Question Can the shape measure how good they are?

Knots form point clouds!

These are vectors in a 11d space

Example A mapper graph of the brain

Idea Brain data is high dimensional and noisy ⇒ Mapper helps!

Hmm... Jones polynomial data is high dimensional and noisy

Example Signature = s invariant?

Not quite, but we were able to predict the correct statement

without knowing that this is true (or even what the invariants are)!
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There is still much to do...

Thanks for your attention!
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